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Abstract

The edge-of-chaos dynamics of wide randomly
initialized low-rank feedforward networks are an-
alyzed. Formulae for the optimal weight and bias
variances are extended from the full-rank to low-
rank setting and are shown to follow from mul-
tiplicative scaling. The principle second order
effect, the variance of the input-output Jacobian,
is derived and shown to increase as the rank to
width ratio decreases. These results inform prac-
titioners how to randomly initialize feedforward
networks with a reduced number of learnable pa-
rameters while in the same ambient dimension,
allowing reductions in the computational cost and
memory constraints of the associated network.

1. Introduction
Neural networks being applied to new settings, limiting
transfer learning, are typically initialized with i.i.d. random
entries. The edge-of-chaos theory of (Poole et al., 2016)
determine the appropriate scaling of the weight matrices and
biases so that intermediate layer representations (1) and the
median of the input-output Jacobian’s spectra (10) are to first
order independent of the layer. Without this normalization
there is typically an exponential growth in the magnitude
of these intermediate representations and gradients as they
progress between layers of the network; such a disparity of
scale inhibits the early training of the network (Glorot &
Bengio, 2010).

For instance, consider an untrained fully connected neu-
ral network whose weights and biases are set to be re-
spectively identically and independently distributed with
respect to a Gaussian distributions: W

(l)
ij ∼ N (0,

σ2
W

Nl−1
),

b
(l)
i ∼ N (0, σ2

b ) with Nl the width at layer l. Starting such
a network, with nonlinear activation ϕ : R → R, from an
input vector z0 := x0 ∈ RN0 , the data propagation is then
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given by the following equations,

h
(l)
j =

Nl−1∑
k=1

W
(l)
jk z

(l)
k + b

(l)
j , z

(l)
k = ϕ(h

(l−1)
k ) (1)

where we call h(l) the preactivation vector at layer l.

It has been shown by (Poole et al., 2016) that the pre-
activation vectors hl have geometric properties of length
ql := N−1

l

(
hl
)T

hl and the pairwise covariance ql12 :=

N−1
l

(
hl
1

)T
hl
2 of two inputs x0,1 and x0,2 which propa-

gate through the network according to functions of the net-
work entries’ variances and nonlinear activation (σb, σW , ϕ).
These propagation maps were computed by (Poole et al.,
2016) in the limiting setting of infinitely wide networks
and either i.i.d. Gaussian entries or scaled randomly drawn
orthnormal matrices. Here we extend this setting to their
low-rank analogous.

Consider rank rl := γlNl weight matrices, W (l) ∈
RNl×Nl−1 , formed as

W
(l)
ij =

rl∑
k=1

α
(l)
k,j(C

l
k)i, (2)

where the scalars
(
α
(l)
k,i

)
1≤i≤Nl−1

∈ R iid∼ N (0,
σ2
α

Nl−1
) and

the columns C(l)
1 , . . . , C

(l)
rl are drawn jointly as the matrix

C(l) := [C
(l)
1 , . . . , C

(l)
rl ] ∈ RNl×rl from the Grassman-

nian of rank r matrices with orthonormal columns having
zero mean and variance 1/Nl. Similarly, consider bias
vectors within the same column span as W (l), given by
b(l)(C

(l)
1 + · · · + C

(l)
rl ), where b(l) ∈ R ∼ N (0, σ2

b ). It
is shown in Appendix A.2 that, in the large width limit,
the preactivation vector h(l) follows a Gaussian distribution
over the r−dimensional column span of W (l) with a non-
diagonal covariance; this differs from the full rank setting in
(Poole et al., 2016) where the entries in (1) are independent.

We extend the pre-activation length and correlation maps to
this low-rank setting:

ql = γl

(
σ2
α

∫
R
ϕ2(
√
ql−1z)Dz + σ2

b

)
(3)

:= V(q(l−1)|σα, σb, γl) (4)
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where Dz := 1√
2π

e−
z2

2 dz is the Gaussian probability mea-
sure, and

ql12 = γl

(
σ2
α

∫
R2

ϕ(u1)ϕ(u2)Dz1Dz2 + σ2
b

)
, (5)

:= C(ql−1
ab , ql−1

aa , ql−1
bb |σα, σb, γl) (6)

with u1 =
√
ql−1
11 z1, u2 =

√
ql−1
22 (cl−1

12 z1 +√
1− (cl−1

12 )2z2 and

cl12 = ql12(q
l
11q

l
22)

− 1
2 . (7)

Equations (3) and (5) are derived in Appendix A.3 and
Appendix A.4 respectively. These equations exactly recover
the equations by (Poole et al., 2016) when γl = 1, and show
that by appropriately rescaling σ2

2 and σ2
b by γr the low-rank

maps remain consistent with the full rank setting.

These two mappings (3) and (5) are functions of the network
entries variances, the rank at each layer γl and the nonlinear
activation (σb, σW , γl, ϕ) which determine the existence of
eventual stable fixed points of ql and qlab as well as the
dynamics they follow through the network.

The dominant quantity determining the dynamics of the
network is

χγ := γσ2
α

∫
R

(
ϕ′(

√
q∗z)

)2

Dz (8)

which is equal to two fundamental quantities. First, χγ is
equal to the gradient of the correlation function (7) evaluated
at correlation cl12 = 1,

χγ =
∂cl12
∂cl−1

12

|cl−1
12 =1 (9)

A detailed derivation of the equivalence of (8) and (9) is
given in Appendix A.5. When there exists a fixed point q∗

such that V(q∗) = q∗, and χ < 1, then inputs with small
initial correlation converge to correlation 1 at an exponential
rate; this phase is referred to as ordered. Alternatively,
when χ > 1 the fixed point c∗ = 1 becomes unstable,
meaning that an input and its arbitrarily small perturbation
have correlation qlab decreasing with layers; this is referred
to as the chaotic phase due to all nearby points on a data
manifold diverging as they progress through the network.
In the ordered phase, the output function of the network
is constant whereas in the chaotic phase it is non-smooth
everywhere.

In both cases (χ > 1 or χ < 1), in (Schoenholz et al., 2016),
the mappings V and 1

q∗ C are shown to converge exponen-
tially fast to their fixed point, when they exist. Therefore,
the data geometry is quickly lost as it is propagated through

layers. The boundary between these phases, where χ = 1,
is referred to as the edge-of-chaos and determines the scal-
ing of (σw, σb, γl), as functions of nonlinear activation ϕ(·),
which ensures a sub-exponential asymptotic behaviour of
these maps towards their fixed point and thus a deeper data
propagation along layers which facilitates early training of
the network.

Second, the quantity χγ in (8) is equal to the median sin-
gular value of the the matrix D(l)W (l) where D(l) is the
diagonal matrix with at layer l with entries D(l)

ii = ϕ′(hl
i);

for details see Appendix A.9. Defining the Jacobian matrix
J ∈ RNL×N0 of the input-output map as

J :=
∂zL

∂z0
=

L∏
l=1

D(l)W (l), (10)

we see that the average singular value of J is equal to χL
γ . If

χγ = 1 the average singular value of J is fixed at 1 through-
out the network, while if χγ is greater than or less than 1
the average singular value deviates from 1 at an exponential
rate. Further note that the growth of a perturbation from a
layer to the following one is given by the average squared
singular value of D(l)W (l).

1.1. Main contributions

This manuscript extends the edge-of-chaos analysis of ran-
dom feed-forward networks to the setting of low-rank matri-
ces, following the work of (Poole et al., 2016). This work is
motivated by the recent challenges faced to store in memory
the constantly growing number of parameters used to train
large Deep Learning models, see (Price & Tanner, 2022)
and references therein.

As shown in equations (3), (6), and (8), despite the depen-
dence between entries in the low-rank weight matrices (2),
that the edge-of-chaos curve defined by χγ = 1 can be re-
tained by scaling the weight and bias variances σ2

w and σ2
b

respectively by the ratio of the weight matrix rank rl to layer
width γl := rl/Nl, see Figure 1 and contrast with Figure
10. That is, a simple re-scaling retains the dominant first
order dynamics of a feedforward network when the weight
matrices are initialized to be low-rank.

In Section 2 we show that additional first order dynamics
are similarly modified through a multiplicative scaling by
the rank to width factor γl = rl/Nl. In particular, we
demonstrate the role of γl on the length and correlation
depth scale as well as the training gradient vectors.

However, in Section 3 we show that important second order
properties of the dynamics, specifically the variance of the
singular values of the input-output Jacobian given in (10), is
modified by the reduced rank in a way that cannot be over-
come with simple re-scaling. This result alerts practitioners
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Figure 1. Edge of Chaos curve of a low-rank neural network where
the rank is proportional to the width by a factor γ and nonlinear
activation ϕ(x) = tanh(x) . The plot is generated with γ = 1

4
,

where the axis are rescaled by γ.

to anticipated greater variability in training low-rank weight
matrices and suggests that methods to reduce the variance of
the spectrum may be increasingly important in this setting,
see (Murray et al., 2021).

The manuscript then concludes with numerical experiments
in Section 4 which demonstrate that empirical measurements
on the Jacobian are consistent with the established formula
and a brief summary and future work in Section 5.

2. Network dynamics and data propagation
The parameter χγ further controls the length and correlation
depth scaling as well as the relative magnitude of training
gradients computed via back-propagration for the sum-of-
squares loss function.

2.1. Depth scales a functions of χγ

The role of χγ on the achievable depth scale was pioneered
by (Schoenholz et al., 2016) for full-rank feedforward net-
works. In this subsection we extend their results to the
low-rank setting with the suitably adapted spectral mean χγ

given in (8).

2.1.1. LENGTH DEPTH SCALE

Assuming there exists a fixed point q∗ such that V(q∗) = q∗,
then the dynamics of V(q) can be linearized around q∗ to

obtain stability conditions and a rate of decay which deter-
mine how deeply data can propagate through the network
before converging towards the fixed point. Following the
computations done in (Schoenholz et al., 2016), setting a
perturbation around the fixed point q∗ + ϵl, then around the
fixed point, ϵl evolves as e

− l
ξq,γ , when γl =

′ gamma is
fixed along layers and we define the following quantities,

ξ−1
q,γ := − log

(
χγ + γσ2

α

∫
Dzϕ′′(

√
q∗z)ϕ(

√
q∗z)

)
.

Details are given in Appendix A.6. Given that γ ∈ (0, 1],
we can see the convergence gets faster towards the fixed
point when increasing γ. Note that when γσ2

α = σ2
W , we

recover the results of a full-rank feedforward neural network
in (Schoenholz et al., 2016).

2.1.2. CORRELATION DEPTH SCALE

Similarly, we compute the dynamical evolution of the corre-
lation map around its fixed point by considering a perturba-
tion ϵl and we obtain that (see Appendix A.7), when all the
ranks are set to be proportional to the width with the same
coefficient of proportionality γl = γ at any layer l, then
the perturbation vanishes exponentially fast ϵl = O(e

− l
ξq,γ )

where

ξ−1
c,γ := − log

(
χγ

)
.

We recover that the correlation depth scale diverges to +∞
when χγ → 1, yielding again the key role of this quantity,
even in the low-rank case. As γ ∈ (0, 1], we can see the con-
vergence gets faster towards the fixed point when increasing
γ, which highlights the tension between low-rank and the
depth to which data can propagate along layers. Note again
we recover previous results from (Schoenholz et al., 2016)
after appropriate scaling of the variance.

2.2. Layerwise scaling of the training gradient for the
sum-of-squares loss function

As already shown in previous works ((Schoenholz et al.,
2016), and (Poole et al., 2016)), there exists an direct link be-
tween the capacity for a network to propagate data through
layers of a network in the forward pass and to backpropagate
gradients of any given error function E. In this section, we
extend the results known for full-rank feedforward neural
networks with infinite width to the low-rank case, with rank
rl = γlNl evolving proportionally to the width.
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The derivative of the training error follows by the chain rule,

∂E

∂h
(l)
i

:= δli =
(Nl+1∑

k=1

δl+1
k W

(l+1)
ki

)
ϕ′(h

(l)
i ),

∂E

∂W
(l)
ij

= δliϕ(h
(l−1)
j ),

∂E

∂α
(l)
ij

=

( rl∑
m=1

δlm(Cl
i)m

)
ϕ(h

(l−1)
j ).

Consider the propagation of the gradients ∂E

∂α
(l)
ij

of the error

with respect to our trainable parameters α(l) :=
(
α
(l)
i,j

)
i,j

,

which are initalized
(
α
(l)
k,i

)
1≤i≤Nl−1

∈ R iid∼ N (0,
σ2
α

Nl−1
).

The length of this gradient along layers ||∇α(l)E||22 is pro-
portional to q̃l := E((δl1)2) (see Appendix A.8 for proofs).
In our analysis of the variance of the training error we treat
the backpropagated weights as independent from the for-
warded weights, which wile not strictly true is commonly
done due to its efficacy in aiding computations which reflect
the observed backward dynamics of the network, see (Pen-
nington & Bahri, 2017). Considering an input vector x0,a,
and q̃laa := q̃l(x0,a),

q̃laa = q̃l+1
aa

Nl+1

Nl
χl+1,

see Appendix A.8.

With constant width along layers Nl+1

Nl
≈ 1, then

the sequence is asymptotically exponential and q̃laa =

q̃Laa
∏L

k=l+1 χγk
, or, if the proportional coefficient of the

rank γl = γ is constant along layers, q̃laa = O(e
l

ξ∆,γ ),
where

ξ−1
∆,γ := − log(χγ)

The same critical point is observed in the low-rank setting
γ < 1 as in previous works (Schoenholz et al., 2016) given
by χγ = 1 :

• When χγ > 1, then ||∇α(l)E||22 grows exponentially
after |ξ∇,γ | layers. This is the chaotic phase with the
network is being exponentially-sensitive to perturba-
tions.

• When χγ < 1, then ||∇α(l)E||22 vanishes at an expo-
nential rate after ξ∇,γ layers. This is the ordered phase
with the network is being insensitive to perturbations.

• When χγ = 1, then ||∇α(l)E||22 remains of the same
scale across even after an infinite number of layers
which is referred to as the edge-of-chaos.

3. Dynamical isometry
Using tools from Random Matrix Theory, (Pennington et al.,
2018) provides a method to compute the moments of the
spectral distribution of the Jacobian, revealing secondary
information beyond the mean of the spectra. We review
the most essential equations to derive the variance of the
Jacobian’spectrum here but we refer the reader to (Tao,
2012) for more details on the random matrix transforms.

3.1. Review of the computation of the variance of the
Jacobian

In this section, we review a set of definitions of random
matrix transforms that allow the calculation of the spectra of
the product of matrices in terms of their individual spectra.
Let X be a random matrix with spectral density ρX

ρX(λ) := ⟨ 1
N

N∑
i=1

δ(λ− λi)⟩X ,

where ⟨.⟩ is the average with respect to the distribution of
the random matrix X , and δ is the usual dirac distribution.

For a probability density ρX and z ∈ C \ R, the Stieltjes
Transform GX and its inverse are given by

GX(z) : =

∫
ρX(t)

t− z
dt,

ρX(λ) = −π−1 lim
ϵ→0+

Im
(
GX(λ+ ϵi)

)
.

The moment generating function is MX(z) := zGx(z) −
1 =

∞∑
k=1

mkz
−k and the SX Transform is defined as

SX(z) := 1+z
xM−1

X (z)
. The interest of using the S Trans-

form here is that it has the following multiplicative property,
which in our case is desirable as the Jacobian is a product of
random matrices: if X and Y are freely independent, then
SXY = SXSY .

In (Pennington et al., 2018), the authors start with estab-
lishing SJJT = SL

D2SL
WTW , assuming the input vector is

chosen such that ql ≈ q∗ so that distribution of D2 is in-
dependent of l and we already had the weights identically
distributed along layers. The strategy here to compute the
spectral density of ρJJT (and thus the density of the sin-
gular values of the Jacobian J) starts with computing the
S Transforms of WTW and D2 from their spectral den-
sity, determined by respectively, the way of sampling the
weights at initialisation and the choice of the activation func-
tion in the network. Note that in this study we focus only on
two possible distributions for the low-rank weights matrix
- either scaled Gaussian weights or scaled orthogonal ma-
trices, that are defined more precisely in the next sections.
Once that SJJT is obtained by multiplying SWTW and SD2 ,
rather than inverting it back to find ρJJT , the authors show
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there is a way to shortcut these steps and obtain directly the
moments of ρJJT based on the following set of equations.
Defining

mk :=

∫
λkρJJT (λ)dλ

SWTW (z) := γ−1σ−2
α

(
1 +

∞∑
k=1

skz
k
)

µk =

∫
Dz
(
ϕ′(

√
q∗z)

)2k
then as derived in (Pennington et al., 2018), the first two
moments of the spectrum of the Jacobian are

m1 = (γσ2
αµ1)

L

m2 = (γσ2
αµ1)

2LL

(
µ2

µ2
1

+
1

L
− 1− s1

)
.

The first moment m1 recovers the previous statement that
the average squared singular value is equal to m1 = χL

γ and
the edge-of-chaos given by χγ = γσ2

αµ1 = 1 is consistent
with previous results as the gradient either vanishes or grows
exponentially along with the median of the Jacobian’s spec-
tra. Moreover, the variance of the spectrum of JJT about
its mean χγ = 1 can now be computed

σ2
JJT := m2 −m2

1 = L

(
µ2

µ2
1

− 1− s1

)
. (11)

The variance σ2
JJT grows linearly with depth as in the full-

rank setting, recovering the full-rank result when γ = 1. As
in the edge-of-chaos axes scaling in Figure 1, γσ2

α plays
the same role as σ2

W . Note that µ2

µ2
1
≥ 1 and consequently

σ2
JJT as given in (11) is only independent of depth L if

s1 = 0 which is only achieved here in the case of full-rank,
i.e. γ = 1 orthogonal matrices.

3.2. Low-Rank Orthogonal weights

Consider a weight matrix whose r first columns are orthonor-
mal columns sampled from a normal distribution, and the

rest is 0, such that WTW =

(
σ2
αIr 0
0 ON−r

)
. Therefore

the spectral distribution of σ−2
α WTW is trivially given by

ρσ−2
α WTW (z) = γδ(z − 1) + (1− γ)δ(z),

from which the S Transform is computed, see Ap-
pendix A.11, to obtain s1 = −(γ−1 − 1). When γ = 1, the
known result in the full-rank orthogonal case is retrieved.

3.3. Low-Rank Gaussian weights

With weights at any layer l given by 2, the matrix can
be rewritten as the product W l = ClAl, where Cl ∈

Table 1. Transforms of weights. LR stands for Low-Rank.

RANDOM MATRIX W S
WT W

(z) s1

LR SCALED ORTHOGONAL γ−1σ−2
α

1+z

1+γ−1z
1 − 1

γ

LR SCALED GAUSSIAN γ−1σ−2
α

1+z

1+z(1+γ−1)+γ−1z2
− 1

γ

RNl×rl with Cl
ij = (Cl

j)i, and Al ∈ Rrl×Nl−1 with

Al
ij

iid∼ N (0,
σ2
α

Nl−1
). As ClTCl = Irl by construction,

then W (l)TW (l) = AlTClTClAl = AlTAl which is a
Wishart matrix, whose spectral density is known and given
by the Marčenko Pastur distribution (Marčenko & Pastur,
1967) where some mass is added at 0 since the matrix Al is
not full-rank and contains some 0 eigenvalues. Recall that
rl = γNl.

ρATA(λ) = (1− γ)+δ(λ) + γ

√
(λ+ − λ)(λ− λ−)

2πλσ2
α

1[λ−,λ+](λ),

where x+ = max(0, x), λ− = (1 − 1
γ )

2 and λ+ =

(1+ 1
γ )

2. The S Transform SWTW can be computed (see Ap-
pendix A.10) and expanded around 0, which gives s1 = − 1

γ .
Note that when γ = 1, one recovers the result given in (Pen-
nington et al., 2018).

The S Transforms and first moments in both orthogonal and
Gaussian cases are summarized in Table 1.

4. Numerical experiments
In this section, we give empirical evidence in agreement
with the theoretical results established above. Its interest is
two-fold:

• The variance of the spectrum of the Jacobian does in-
deed still grow with depth even in the low-rank setting
as emphasized in Figure 2. Moreover, at a fixed depth,
the rank to width ratio plays a key role in how the
spectrum of the Jacobian spreads out around its mean
value, which is 1 when the network is initialised on the
edge-of-chaos.

• Figure 3 shows that the advantage that Scaled Orthog-
onal Weights have over Scaled Gaussian Weights in
Feedforward networks presented in (Pennington et al.,
2018) is lost for low-rank matrices. Indeed, from (11),
one can see that in both situations, it is not possible
to adjust either the activation function nor q∗ through
a careful choice of variances for the weights and the
biases, unless γ = 1 and W (l) is a scaled orthonormal
matrix.

In Figure 2 and Figure 3, the variance of the spectrum of
the Jacobian is computed in the low-rank Gaussian and Or-
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thogonal cases when the activation function is chosen to
be the identity. Although such a choice of activation func-
tion completely destroys the network’s expressivity power,
it is a simple example of situations in the full-rank case
where Gaussian distributed weight matrices lead to ill con-
ditioned Jacobians as depth increases. This still holds in
the low-rank setting as shown in the plot since the variance
σ2
JJT > 0. Simulations are performed on a 1000- layer

wide feedforward network, initialised and fed with a ran-
dom input, whose length is set to be equal to q∗ so that the
network would already be at its equilibrium state without
passing by a transient phase.

The source code can be found at shorturl.at/syLP9.
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Figure 2. Evolution of the variance of the spectrum of JJT with re-
spect to γ where γ is the proportionality coefficient giving the rank
of the weights matrices at layer l, whose width is Nl, rl = γNl.
Points are obtained empirically and averaged over 5 simulations
when the lines are derived from the theory, see (11). Confidence in-
tervals of 1 standard deviation around each mean point are shown.
The weights are chosen to be low-rank Scaled Gaussian and the
activation function is linear ϕ : x 7→ x. The same seed is used to
initialise the weight matrices for each simulation and q∗ is set to
0.5. The y−axis is shown in log scale.

5. Summary and further work
Herein the edge-of-chaos theory of (Poole et al., 2016) and
(Schoenholz et al., 2016) has been extended from the set-
ting of full-rank weight matrices to the low-rank setting.
Suitable scaling by the ratio of the rank to width factor
γl := rl/Nl recovers the phenomenon driven by the mean
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Figure 3. Evolution of the variance of the spectrum of JJT with re-
spect to γ where γ is the proportionality coefficient giving the rank
of the weights matrices at layer l, whose width is Nl, rl = γNl.
Points are obtained empirically and averaged over 3 simulations
when the lines are derived from the theory, see (11). Confidence in-
tervals of 1 standard deviation around each mean point are shown.
The weights are chosen to be low-rank Scaled Orthogonal and the
activation function is linear ϕ : x 7→ x. The same seed is used to
initialise the weight matrices for each simulation and q∗ is set to
0.5. The y−axis is shown in log scale.

of the Jacobian’s spectra which defines the edge-of-chaos.
Moreover, the variance of the Jacobian’s spectra is shown
to be strictly increasing with decreasing γl which suggests
greater variability in the initial training of low-rank feedfor-
ward networks.

The edge-of-chaos initialisation scheme has been success-
fully generalised to a large set of different settings, includ-
ing changes of architectures as CNNs (Xiao et al., 2018),
LSTMs and GRUs (Gilboa et al., 2019), RNNs (Chen et al.,
2018), ResNets (Yang & Schoenholz, 2017) and to extra fea-
tures like dropout (Schoenholz et al., 2016), (Huang et al.,
2019) or batch normalisation (Yang et al., 2019) and pruning
(Hayou et al., 2020). It has been improved with changes
of activation functions (Hayou et al., 2019), (Murray et al.,
2021) to enable the data to propagate even deeper through
the network. As a future work, each of these settings could
be extended to the setting of low-rank weight matrices.
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Figure 4. Singular values of the Jacobian J with respect to the
depth of the network, whose weight matrices are low-rank Scaled
Gaussian. The rank to width ratio γ increases on each plot from left
to right when the width is kept constant to 1000. The activation
function is erf. The same seed is used to initialise the weight
matrices for each simulation and q∗ is set to 0.5. The y−axis is
shown in log scale.
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Figure 5. Singular values of the Jacobian J with respect to the
depth of the network, whose weight matrices are low-rank Scaled
Gaussian. The rank to width ratio γ increases on each plot from
left to right when the width is kept constant to 1000. The activation
function is tanh. The same seed is used to initialise the weight
matrices for each simulation and q∗ is set to 0.5. The y−axis is
shown in log scale.
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A. Supplementary Material
A.1. Preliminary lemma

The following lemma is used later in the proofs contained in Appendix A.2.

Lemma A.1. Let γ ∈ R∗. If C1, . . . , Cγn
iid∼ N (0, 1

n ), then C2
1 + · · ·+ C2

γn → γ in probability when n → ∞.

Proof. If X is a random variable, let us denote by FX its cumulative distribution function. Let x ∈ R.

FC2
1+···+C2

γn
(x) = P(C2

1 + · · ·+ C2
γn ≤ x)

= P(
√
n
C2

1 + · · ·+ C2
γn − γ

√
2γ

≤
√
n
x− γ√

2γ
)

= P(
C2

1 + · · ·+ C2
γn − (nγ) 1n√

2
n

√
γn

≤
√
n
x− γ√

2γ
).

where E(C2
1 ) =

1
n and V(C2

1 ) =
√
2

n . Thus the Central Limit theorem holds and gives that the left hand side converges in
distribution to a standard normal Gaussian when n → ∞. The right hand side tends to sign(x− γ)∞. Thus

FC2
1+···+C2

γn
(x) → 1x≥γ(x).

As we have a convergence in distribution towards a constant, the convergence in probability follows.

A.2. Distribution of hidden layers

Let us now consider at layer l the weight matrix, W (l) ∈ RNl×Nl−1 , being of rank rl:

W (l) =

 α
(l)
1,1C

(l)
1 + · · ·+ α

(l)
rl,1

C
(l)
rl α

(l)
1,2C

(l)
1 + · · ·+ α

(l)
rl,2

C
(l)
rl . . . α

(l)
1,Nl−1

C
(l)
1 + α

(l)
rl,Nl−1

C
(l)
rl

 ,

where, at any layer l, for any k ∈ J1, rlK, the scalars
(
α
(l)
k,i

)
1≤i≤Nl−1

∈ R are identically and independently drawn from a

Gaussian distribution N (0,
σ2
α

Nl−1
) and the columns C(l)

1 , . . . , C
(l)
rl are drawn jointly as the matrix C(l) := [C

(l)
1 , . . . , C

(l)
rl ] ∈

RNl×rl from the Grassmannian of rank r matrices with orthonormal columns having zero mean and variance 1/Nl. Similarly,
in this section, we consider a random bias at layer l along the directions given by C

(l)
1 , . . . , C

(l)
rl , i.e. a bias of the form

b(l)(C
(l)
1 + · · ·+ C

(l)
rl ), where b(l) ∈ R ∼ N (0, σ2

b ).

Thus, at layer l, whose width is Nl, the preactivation vector h(l) ∈ RNl is given by

h(l) = W (l)ϕ(h(l−1)) + b(l)(C
(l)
1 + · · ·+ C(l)

rl
)

= C
(l)
1

(Nl−1∑
j=1

α
(l)
1,jϕ(h

(l−1)
j ) + b(l)︸ ︷︷ ︸

:=z
(l)
1

)
+ C

(l)
2

(Nl−1∑
j=1

α
(l)
2,jϕ(h

(l−1)
j ) + b(l)︸ ︷︷ ︸

:=z
(l)
2

)
+ · · ·+ Cl

rl

(Nl−1∑
j=1

α
(l)
rl,j

ϕ(h
(l−1)
j ) + b(l)︸ ︷︷ ︸

:=z
(l)
rl

)

=

rl∑
k=1

z
(l)
k︸︷︷︸
∈R

C
(l)
k ,

where the scalars z
(l)
k follow a Gaussian distribution, given the preactivation vector at the previous layer z(l)k |h(l−1) ∼

N
(
0,

σ2
α

Nl−1

Nl−1∑
j=1

ϕ(h
(l−1)
j )2 + σ2

b

)
, which is given using the Central Limit Theorem in the large width Nl−1 regime.
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A.3. Length recursion formula

This being said, one can compute the length of the (random) preactivation vector, at layer l.

ql :=
1

Nl
||h(l)||22 =

1

Nl

Nl∑
j=1

(h
(l)
j )2

=
1

Nl

(
(z

(l)
1 )2||C(l)

1 ||22 + · · ·+ (z(l)rl
)2||C(l)

rl
||22
)

using Pythagore’s theorem

=
1

Nl

(
(z

(l)
1 )2 + . . . (z(l)rl

)2
)

since for any k, ||C(l)
k ||2 = 1

=
1

Nl

rl∑
k=1

(z
(l)
k )2

Therefore, given h(l−1), ql is a sum of rl χ2 distributions.

Let us now consider at any layer, a rank that is proportional to the width: rl = γlNl, where γl ∈ (0, 1]. Thus,

ql = γl
1

γlNl

γlNl∑
k=1

(z
(l)
k )2. (12)

Then all z(l)k are independent and identically distributed Gaussian variables. The Law of Large Numbers holds and
ql → γlV

(
z
(l)
1

)
when Nl → ∞, with

V
(
z
(l)
1

)
=

σ2
α

Nl−1

Nl−1∑
j=1

ϕ(h
(l−1)
j )2 + σ2

b .

On the other hand,

h
(l−1)
j =

rNl−1∑
k=1

z
(l−1)
k

(
C

(l−1)
k

)
j
=
(
z(l−1)

)T (
C(l−1)

.

)
j

denoting

(
C(l)

.

)
j
:=


(
C

(l)
1

)
j

...(
C

(l)
rl

)
j



We know the distribution of z(l−1) ∼ N
(
ORrl−1 , ql−1

γl−1
Irl−1

)
and so, given C(l−1), h

(l−1)
j ∼

N
(
0,
(
C(l−1)

.

)T
j

ql−1

γl−1
Irl−1

(
C(l−1)

.

)
j

)
.

In the asymptotic limit approximation, when Nl−1 → ∞, then
(
C(l−1)

.

)T
j

(
C(l−1)

.

)
j
→ γl−1 in probability as shown in

Lemma A.1. Therefore, h(l−1)
j ∼ N

(
0, ql−1

)
.

In the limit when Nl−1 → ∞, the Law of Large Numbers enables us to conclude,

ql = γl
( σ2

α

Nl−1

Nl−1∑
j=1

ϕ(h
(l−1)
j )2 + σ2

b

)
→ γl

(
σ2
α

∫
R
ϕ2(
√
ql−1z)Dz + σ2

b

)
:= V(q(l−1)|σ2

α, σ
2
b , γl).
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Note that when ∀l, γl = 1 and σα = σW , one recovers the formula from (Poole et al., 2016). Alternatively, by rescaling the
variances by γl at every layer, e.g. σ2

α → σ2
W

γl
and σ2

b → σ2
b

γl
, we recover the formulae of (Poole et al., 2016).

A.4. Correlation recursion formula

Let us denote by x0,1 and x0,2 two input data. Then one can define the following 2 by 2 matrix

(qlab)1≤a,b≤2 =
1

Nl

Nl∑
i=1

(
h
(l)
i (x0,1)2 h

(l)
i (x0,1)h

(l)
i (x0,2)

h
(l)
i (x0,1)h

(l)
i (x0,2) h

(l)
i (x0,2)2

)

where, for i ∈ J1, NlK, h(l)
i (x0,a) =

rl∑
r=1

z
(l)
k (x0,a)

(
C

(l)
k

)
i
.

So,

1

Nl

Nl∑
i=1

h
(l)
i (x0,1)h

(l)
i (x0,2) =

1

Nl

Nl∑
i=1

( rl∑
k=1

z
(l)
k (x0,1)

(
C

(l)
k

)
i

)( rl∑
p=1

z(l)p (x0,2)
(
C(l)

p

)
i

)

=
1

Nl

rl∑
k=1

z
(l)
k (x0,1)z

(l)
k (x0,2)

( Nl∑
i=1

(
C

(l)
k

)2
i︸ ︷︷ ︸

||C(l)
k ||22=1

)
+

1

Nl

∑
1≤k,p≤rl

k ̸=p

z
(l)
k (x0,1)z(l)p (x0,2)

( Nl∑
i=1

(
C

(l)
k

)
i

(
C(l)

p

)
i︸ ︷︷ ︸

⟨C(l)
k ,C

(l)
p ⟩=0

)

=
1

Nl

rl∑
k=1

z
(l)
k (x0,1)z

(l)
k (x0,2)

Therefore, when the rank is proportional to the width and the width Nl → ∞ as previously, the Law of Large Numbers gives

= γl
1

γlNl

rl∑
k=1

z
(l)
k (x0,1)z

(l)
k (x0,2) → γlCov

(
z
(l)
1 (x0,2), z

(l)
1 (x0,2)

)

On the other hand,

Cov

(
z
(l)
1 (x0,1), z

(l)
1 (x0,2)

)
=

∑
1≤i,j≤Nl−1

ϕ(h
(l−1)
i (x0,1))ϕ(h

(l−1)
j (x0,2))Cov(α

(l)
1,i, α

(l)
1,j)︸ ︷︷ ︸

σα
Nl−1

δi,j

+
∑

1≤i≤Nl−1

ϕ(h
(l−1)
i (x0,1))Cov(α

(l)
1,i, b

(l)
1 )︸ ︷︷ ︸

=0

+
∑

1≤i≤Nl−1

ϕ(h
(l−1)
i (x0,2))Cov(α

(l)
1,i, b

(l)
1 )︸ ︷︷ ︸

=0

+Cov(b
(l)
1 , b

(l)
1 )︸ ︷︷ ︸

σ2
b

Thus, when Nl−1 → ∞, the Law of Large Numbers enables us to conclude

ql12 = γl

(
σ2
α

∫
R2

ϕ(

√
ql−1
11 z1)ϕ(

√
ql−1
22 (cl−1

12 z1 +

√
1− (cl−1

12 )2z2)Dz1Dz2 + σ2
b

)
with cl12 = ql12(q

l
11q

l
22)

− 1
2 .

Note that if we consider the short convergence of the variance, compared to the covariance one, as observed in (Poole et al.,
2016), then we can assume ql11 ≈ ql22 ≈ q∗. We can then rescale the previous covariance map to get the correlation map as
follows:
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cl12 =
γl
q∗

(
σ2
α

∫
R2

ϕ(
√
q∗z1)ϕ(

√
q∗(cl−1

12 z1 +

√
1− (cl−1

12 )2z2)Dz1Dz2 + σ2
b

)

We observe that 1 is always a fixed point as 1 = γl

q∗

(
σ2
α

∫
R Dzϕ2(

√
q∗z) + σ2

b

)
= 1

q∗V(q
∗|σ2

α, σ
2
b , γ) =

q∗

q∗ .

For completeness we replicate correlation maps and dynamics of correlations through layers using the same parameters as in
(Poole et al., 2016) suitably modified for the low-rank setting, see Figure 6 - 9. The dynamics of the low-rank networks are
observed to be consistent, under appropriate scaling by γl,with those of the full-rank networks in (Poole et al., 2016).
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input correlation (cl 1
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Figure 6. Correlation map of a low-rank neural network where the rank is proportional to the width by a factor γ. The nonlinear activation
function is ϕ = tanh. The map is given by (6) and the integral is computed numerically. The dashed line is the identity function and stars
represent fixed points of the correlation map.

A.5. Derivative of the correlation map

In this section, we extend the computations of the derivative of the correlation map.

∂cl12
∂cl−1

12

=
γl
q∗

(
σ2
α

∫
R2

ϕ(u1)ϕ
′(u2)

(√
q∗z1 −

√
q∗

cl−1
12√

1− (cl−1
12 )2

z2
)
Dz1Dz2

)

Using, for F smooth enough, the identity
∫
R F (z)zDz =

∫
R F ′(z)Dz to the functions G : z1 7→

ϕ(
√
q∗z1)

∫
z2
ϕ′(√q∗(cl−1

12 z1 +
√
1− (cl−1

12 )2z2)
)
Dz2 and H : z2 7→

∫
z1
ϕ(
√
q∗z1)ϕ

′(√q∗(cl−1
12 z1 +√

1− (cl−1
12 )2z2)

)
Dz1, we obtain

∂cl12
∂cl−1

12

= γlσ
2
α

∫
R2

ϕ′(
√
q∗z1)ϕ

′(√q∗(cl−1
12 z1 +

√
1− (cl−1

12 )2z2)
)
Dz1Dz2,
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Figure 7. Dynamic of the correlation through layers, starting from two input vectors with correlation c012 = 0.2. Points are obtained
empirically and averaged over 5 simulations when the lines are derived from the theory, see (6). Confidence intervals of 2 standard
deviations around each point are shown. For each point on the plot, we generated a pair of points with correlation c012, passed them
through a Wide low-rank network initialised and computed the correlation between both preactivation vectors across layers. The network
has constant width N = 1000. σb = 0.3, ϕ = tanh, γ = 1

4
.

which, evaluated at its fixed point cl−1
12 = 1 gives

χγ :=
∂cl12
∂cl−1

12

|cl−1
12 =1 = γlσ

2
α

∫
R

(
ϕ′(

√
q∗z)

)2

Dz.

The edge-of-chaos level set defined by χγ = 1 for nonlinear activation ϕ(x) = tanh(x) is shown in Figure 1 with axes γσ2
w

and γσ2
b . Figure 10 show the analogous edge-of-chaos plot for a full-rank matrix as given, which is identical to that of 1 but

with axes σ2
w and σ2

b .

A.6. Length depth scale

Recall that ql = γl
(
σ2
α

∫
Dzϕ2(

√
ql−1z) + σ2

b

)
and q∗ is a fixed point assumed to exist when γl = γ at any layer l. We

then define the perturbation ϵl → 0 such that ql = q∗ + ϵl. We can then expand the relation around its fixed point, as done
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Figure 8. Dynamic of the correlation through layers, starting from two input vectors with correlation c012 = 0.5.. Points are obtained
empirically and averaged over 5 simulations when the lines are derived from the theory, see (6). Confidence intervals of 2 standard
deviations around each point are shown. For each point on the plot, we generated a pair of points with correlation c012, passed them
through a Wide low-rank network initialised and computed the correlation between both preactivation vectors across layers. The network
has constant width N = 1000. σb = 0.3, ϕ = tanh, γ = 1

4
.

in the case of feedforward neural network in (Schoenholz et al., 2016).

ql+1 = q∗ + ϵl+1 = γ
(
σ2
α

∫
Dzϕ2((ϵl + q∗)

1
2 z) + σ2

b

)
= γ

(
σ2
α

∫
Dzϕ

(√
q∗z +

1

2

ϵl√
q∗

z +O(ϵ2l )
)2

+ σ2
b

)
expanding the square root

= γ

(
σ2
α

∫
Dz
(
(ϕ(

√
q∗z) + ϕ′(

√
q∗z)

ϵl
2
√
q∗

z +O(ϵ2l )
)2

+ σ2
b

)
expanding ϕ around

√
q∗z

= γ

(
σ2
α

∫
Dzϕ2(

√
q∗z) +

∫
Dzϕ′(

√
q∗z)ϕ(

√
q∗z)

ϵl√
q∗

z +O(ϵ2l ) + σ2
b

)
= q∗ + γ

∫
Dzϕ′(

√
q∗z)ϕ(

√
q∗z)

ϵl√
q∗

z +O(ϵ2l ) by definition of q∗

= q∗ + ϵlγσ
2
α

(∫
Dz
(
ϕ′(

√
q∗z)

)2
+

∫
Dzϕ′′(

√
q∗z)ϕ(

√
q∗z)

)
+O(ϵ2l ) using

∫
DzF (z)z =

∫
DzF ′(z)

Note that in the proof above we assumed the activation function ϕ to be smooth enough to use its Taylor expansion around
the point

√
q∗z for any z.

Therefore by identification, ϵl+1 = ϵl
(
χγ + γσ2

α

∫
Dzϕ′′(

√
q∗z)ϕ(

√
q∗z)

)
+O(ϵ2l ), which concludes the proof.

A.7. Correlation depth scale

Let consider the computation is done at a layer l deep enough so that the variance map has already converged towards
its fixed point ql11 = ql22 = q∗. We generate a perturbation ϵl →

l→∞
0 around the fixed point c∗ and analyse how
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Figure 9. Dynamic of the correlation through layers, starting from two input vectors with correlation c012 = 0.8.. Points are obtained
empirically and averaged over 5 simulations when the lines are derived from the theory, see (6). Confidence intervals of 2 standard
deviations around each point are shown. For each point on the plot, we generated a pair of points with correlation c012, passed them
through a Wide low-rank network initialised and computed the correlation between both preactivation vectors across layers. The network
has constant width N = 1000. σb = 0.3, ϕ = tanh, γ = 1

4
.

it propagates: cl12 = c∗ + ϵl. Additionally, we introduce ul
1 =

√
q∗z = u∗

1, u
∗
2 =

√
q∗(c∗z1 +

√
1− (c∗)2z2) and

ul
2 =

√
q∗(cl12z1 +

√
1− (cl12)

2z2). Following the same strategy as in the previous section (using expansions), it is shown
in (Schoenholz et al., 2016) that

ul
2 =

{
u∗
2 +

√
q∗ϵl

(
z1 − c∗√

1−c∗2
z2
)
+O(ϵ2l ) when c∗ < 1,

u∗
2 +

√
2q∗ϵlz2 − ϵl

√
q∗z1 +O(ϵ

3
2

l ) when c∗ = 1.

Therefore, in the first case c∗ < 1,

cl+1
12 = c∗ + ϵl =

γl
q∗

(
σ2
α

∫
R2

Dz1Dz2ϕ(u
∗
1)ϕ(u

l
2) + σ2

b

)
=

γl
q∗

(
σ2
α

∫
R2

Dz1Dz2ϕ(u
∗
1)ϕ(u

∗
2 +

√
q∗ϵl

(
z1 −

c∗√
1− c∗2

z2
)
+O(ϵ2l )) + σ2

b

)
=

γl
q∗

(
σ2
α

∫
R2

Dz1Dz2ϕ(u
∗
1)[ϕ(u

∗
2) + ϕ′(u∗

2)
√
q∗ϵl

(
z1 −

c∗√
1− c∗2

z2
)
] +O(ϵ2l ) + σ2

b

)
expanding ϕ around u∗

2

= c∗ +
γl√
q∗

σ2
αϵl

∫
R2

Dz1Dz2ϕ(u
∗
1)ϕ

′(u∗
2)z1 −

c∗√
1− c∗2

γl√
q∗

∫
R2

Dz1Dz2ϕ(u
∗
1)ϕ

′(u∗
2)z2 +O(ϵ2l )

= c∗ + γlσ
2
αϵl

∫
R2

Dz1Dz2ϕ(u
∗
1)
(
ϕ′(u∗

2) + c∗ϕ′′(u∗
2)
)
− c∗γl

∫
R2

Dz1Dz2ϕ(u
∗
1)ϕ

′′(u∗
2) +O(ϵ2l )

= c∗ + γlσ
2
αϵl

∫
R2

Dz1Dz2ϕ(u
∗
1)ϕ

′(u∗
2) +O(ϵ2l )

where the second to last line is obtained using
∫
DzF (z)z =

∫
DzF ′(z), for ϕ smooth enough. We can then identify

ϵl+1 = ϵlγlσ
2
α

∫
R2 Dz1Dz2ϕ(u

∗
1)ϕ

′(u∗
2) +O(ϵ2l ).
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Figure 10. Original edge-of-chaos curve of the full-rank feedforward neural network with nonlinear activation ϕ(x) = tanh(x).

In the second case c∗ = 1, u∗
1 = u∗

2, cl12 = 1− ϵl and we expand ϕ around u∗
2 until to the second order.

cl+1
12 = 1− ϵl+1 =

γl
q∗

(
σ2
α

∫
R2

Dz1Dz2ϕ(u
∗
1)ϕ(u

l
2) + σ2

b

)
=

γl
q∗

(
σ2
α

∫
R2

Dz1Dz2ϕ(u
∗
1)ϕ
(
u∗
2 +

√
q∗ϵl

(
z1 −
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1− c∗2

z2
)
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)
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)
=

γl
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(
σ2
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∗
1)

(
ϕ(u∗

2) + ϕ′(u∗
2)
(√

2q∗ϵlz2 −
√
q∗ϵlz1

)
+ ϕ′′(u∗

2)
1

2

(√
2q∗ϵlz2 −

√
q∗ϵlz1

)2
+O(ϵ

3
2

l )
)
+ σ2

b

)
= c∗ +

γl√
q∗

√
2ϵlσ

2
α

∫
R
Dz1ϕ(u

∗
1)ϕ

′(u∗
2)

∫
R
z2Dz2︸ ︷︷ ︸
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− γl√
q∗

ϵlσ
2
α

∫
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Dz1ϕ(u

∗
1)ϕ
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2)z1

∫
R
Dz2︸ ︷︷ ︸
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+ γlϵlσ
2
α

∫
R
Dz1ϕ(u

∗
1)ϕ

′′(u∗
2)

∫
R
z22Dz2︸ ︷︷ ︸
=1

+O(ϵ
3
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l )

= c∗ − γl√
q∗

ϵlσ
2
α

∫
R
Dz1ϕ(u

∗
1)ϕ

′(u∗
2)z1 + γlϵlσ

2
α

∫
R
Dz1ϕ(u

∗
1)ϕ

′′(u∗
2) +O(ϵ

3
2

l )

= c∗ − γlϵlσ
2
α

∫
R
Dz1(ϕ

′(u∗
1))

2 − γlϵlσ
2
α

∫
R
Dz1ϕ(u

∗
1)ϕ

′′(u∗
2) + γlϵlσ

2
α

∫
R
Dz1ϕ(u

∗
1)ϕ

′′(u∗
2) +O(ϵ

3
2

l )

= c∗ − ϵlγlσ
2
α

∫
R
Dz(ϕ′(

√
q∗z))2 +O(ϵ

3
2

l )

Therefore, ϵl+1 = ϵlγlσ
2
α

∫
R Dz(ϕ′(

√
q∗z))2 +O(ϵ

3
2

l ), which concludes the proof.

Figure 11 shows the analytically calculated correlation depth scales as a function of γσ2
α as well as simulations with networks

of width N = 1000 and nonlinear activation ϕ(x) = tanh(x). The networks depth scale are observed to be consistent with
the analytic calculations; in particular showing the depth scale asymptotes at χγ = 1 for the different choices of σ2

b .
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Figure 11. Correlation depth scale with respect to γσ2
α diverging when χγ = 1. Points are obtained empirically when the lines are derived

from the theory. The variance of the bias varies from σ2
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A.8. Backpropagation

Recall that h(l)
i =

rl∑
k=1

(
Nl−1∑
j=1

α
(l)
k,jϕ(h

(l−1)
j ) + b(l)

)
(C

(l)
k )i. Then the chain rule immediately gives,

δlj :=
∂E

∂h
(l)
j

=
(Nl+1∑

k=1

δl+1
k W

(l+1)
kj

)
ϕ′(h

(l)
j )

Because the trainable parameters of our network are the coefficients α(l)
ij , we compute the gradient of the error loss E with

respect to them. So we need to adapt the proof from (Schoenholz et al., 2016), derived in the standard feedforward case as
follows.

||∇
α

(l)
ij
E||22 =

∑
i,j

( ∂E

∂α
(l)
ij

)2
≈

Nl,Nl+1→∞
NlNl+1E

(( ∂E

∂α
(l)
ij

)2)
.

Since, assuming all these partial derivatives to be identically and independently distributed, the Law of Large numbers holds.

On the one hand,

∂E

∂α(l)
=

Nl∑
m=1

∂E

∂h
(l)
m

∂h
(l)
m

∂α
(l)
ij

=

Nl∑
m=1

δlmϕ(h
(l−1)
j )(C

(l)
i )m =

( Nl∑
m=1

δlm(C
(l)
i )m

)
ϕ(h

(l−1)
j ).
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Therefore, assuming independence between the weights used for the forward pass and the weights backpropagated,

E
(( ∂E

∂α
(l)
ij

)2)
= E

(( Nl∑
m=1

δlm(C
(l)
i )m

)2)E(ϕ2(h
(l−1)
j )

)
= E

( Nl∑
m=1

(δlm)2(C
(l)
i )2m +

∑
p,m

δlm(C
(l)
i )m

)
E
(
ϕ2(h

(l−1)
j )

)
=

1

Nl

Nl∑
m=1

E
(
(δlm)2

)
E
(
ϕ2(h

(l−1)
j )

)
since (C

(l)
1 )m

iid∼ N (0,
1

Nl
)

= E
(
(δl1)

2
)
E
(
ϕ2(h

(l−1)
j )

)
.

Therefore, the length of the gradient loss is proportional to the variance of δl1.

On the other hand, denoting with a subscript the function fa when fed with input data x0,a,

q̃laa := E
(
(δl1,a)

2
)

= E
((Nl+1∑

k=1

δl+1
k,a W

(l+1)
kj

)2)E((ϕ′(h
(l)
j,a)
)2)

=

(Nl+1∑
k=1

E
(
(δl+1

k,a )
2
)
E
(
(W

(l+1)
kj )2

))
E
((

ϕ′(h
(l)
j,a)
)2)

where we used again the assumed independence. The first and second order moments of W (l)
ij are given by E(W (l)

ij ) = 0

and E
(
(W

(l)
ij )2

)
= E

(
(

rl∑
p=1

α
(l)
p,j(C

(l)
p )i)

2
)
=

rl∑
p=1

V(α(l)
p,j)V((C

(l)
p )i) = rl

σ2
α

Nl−1

1
Nl

. Thus,

q̃laa = rl+1
σ2
α

Nl

1

Nl+1

(Nl+1∑
k=1

E
(
(δl+1

k,a )
2
))

E
((

ϕ′(h
(l)
j,a)
)2)

= rl+1
σ2
α

Nl

1

Nl+1
Nl+1q̃

l+1
aa E

((
ϕ′(h

(l)
j,a)
)2)

= rl+1
σ2
α

Nl

1

Nl+1
Nl+1q̃

l+1
aa

∫
Dz
(
ϕ′(

√
ql−1
aa z)

)2
as h(l−1)

j,a ∼ N (0, ql−1
aa ).

Considering that the computation is done at a layer deep enough, since ql−1 converges to q∗ shortly, then ql−1
aa ≈ q∗, and, as

rl = γlNl,

q̃laa = q̃l+1
aa γl+1σ

2
α

∫
Dz
(
ϕ′(

√
q∗z)

)2
= q̃l+1

aa χl+1.

Figure 12 demonstrates the exponential evolution of ||∇α(l)E||22 from the final layer, L = 250, to the earlier layers. The
analytic expressions are shown to be consistent with simulation from random low-rank networks with nonlinear activation
ϕ(x) = tanh(x), rank to width scale γ = 1/4, the bias variance σ2

b held fixed and σ2
α varying.

A.9. Average singular value of DlW (l)

As a preliminary, let us first note that 1
Nl

Tr
(
DlW (l)(DlW (l))T

)
= 1

Nl

Nl∑
k=1

λk

(
DlW (l)(DlW (l))T

)
=

1
Nl

Nl∑
k=1

σ2
k

(
DlW (l)

)
, where λk(M), σk(M) represents the k-th eigenvalue and singular value, respectively, of the matrix
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Figure 12. Exponential evolution of the propagation of the L2-norm of the gradient with respect to the depth for a 250 layer deep random
neural network with a cross entropy loss on MNIST dataset. Points are obtained empirically when the lines are derived from the theory.
The variance of the weights γσ2

α varies from 0.01γ−1 (black) to 0.3γ−1 (yellow) when the variance of the bias γσ2
b is kept fixed to 0.05.

ϕ = tanh, γ = 1
4

.

M . Therefore, it appears clearly now that 1
Nl

Tr
(
DlW (l))(DlW (l))T

)
gives the empirical mean squared singular value of

DlW (l).

Let us now show that limNl→∞
1
Nl

EW (l)Tr
(
DlW (l)(DlW (l))T

)
= χ in the infinite width limit and when ql is at its fixed

point q∗.

1

Nl
EW (l)Tr

(
DlW (l)(DlW (l))T

)
=

1

Nl
EW (l)

( Nl∑
j=1

Nl−1∑
i=1

ϕ′(h
(l)
i )2(W

(l)
ij )2

)

=
1

Nl

Nl∑
j=1

Nl−1∑
i=1

EW (l)

(
ϕ′(h

(l)
i )2(W

(l)
ij )2

)

=
1

Nl

Nl∑
j=1

Nl−1∑
i=1

ϕ′(h
(l)
i )2EW (l)

(
(W

(l)
ij )2

)
considering l big enough so that ql ≈ q∗

=
1

Nl

Nl∑
j=1

Nl−1∑
i=1

ϕ′(h
(l)
i )2

(
γl

σ2
α

Nl−1

)

= γlσ
2
α

1

Nl−1

Nl−1∑
i=1

ϕ′(h
(l)
i )2

→ γlσ
2
α

∫
Dzϕ′(

√
q∗z)2 using the Law of Large Numbers with Nl−1 → ∞,

= χ,
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where we used, from the previous section, EW (l)

(
(W

(l)
ij )2

)
= rl

σ2
α

Nl−1

1
Nl

= γl
σ2
α

Nl−1
.

A.10. Computation of SWTW for low-rank Gaussian weights

Recall that Aij
iid∼ N (0,

σ2
α

N ) and rank(A) = γN . Thus, its spectral density is given by the Marčenko Pastur distribution,
where we first consider the matrix σ−2

α ATA as the variance of each coefficient is 1
N to make the computation simpler before

appropriately rescaling the S Transform using the fact that if one rescales B by σ, then SσB = σ−1SB .

ρσ−2
α ATA(λ) = (1− γ)+δ(λ) + γ

√
(λ+ − λ)(λ− λ−)

2πλ
1[λ−,λ+](λ),

where x+ = max(0, x), λ− = (1− 1
γ )

2 and λ+ = (1 + 1
γ )

2. The Stieltjes Transform is known to be

Gσ−2
α ATA(z) = γ

z + γ−1 − 1−
√
(λ+ − z)(z − λ−)

2z
,

from which we can easily compute the moment generating function

Mσ−2
α ATA(z) = zGσ−2

α ATA(z)− 1 =
1

2

(
− 1− γ + γz − γ

√
(λ+ − z)(z − λ−)

)
,

whose invert is

M−1

σ−2
α ATA

(z) =
γ + z(1 + γ) + z2

γz
.

And therefore

Sσ−2
α ATA(z) =

1 + z

zM−1

σ−2
α ATA

(z)
= γ

1 + z

γ + z(1 + γ) + z2
=

1 + z

1 + z(1 + γ−1) + γ−1z2
.

Note that when γ = 1, the weight matrix is full rank and we get the same result as in (Pennington et al., 2018). Rescaling
the matrix by σ2

α to match our original distribution gives

SATA(z) = σ−2
α

1 + z

1 + z(1 + γ−1) + γ−1z2
.

Now note that as we have Wij ∼ N (0, γ
σ2
α

N ), the scaling property of the S transform gives

SWTW = S(
√
γA)T

√
γA =

√
γ
−2

SATA = γ−1SATA.

We can now expand SWTW around 0 and identify from SWTW (z) := γ−1σ−2
α

(
1 +

∞∑
k=1

skz
k
)

SWTW (z) = γ−1σ−2
α

1 + z

1 + z(1 + γ−1) + γ−1z2
= γ−1σ−2

α

(
1− 1

γ
z +

1− 4γ

γ2
z2 + . . .

)
=⇒ s1 = − 1

γ
.
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A.11. Computation of SWTW for low-rank Orthogonal weights

Recall the spectral density of WTW ,

ρσ−2
α WTW (z) = γδ(z − 1) + (1− γ)δ(z).

Then, the following computations are straightforward

Gσ−2
α WTW (z) = γ(z − 1)−1 + (1− γ)z−1,

Mσ−2
α WTW (z) = zGσ−2

α WTW (z)− 1 = γ(z − 1)−1

M−1

σ−2
α WTW

(z) =
γ + z

z

Sσ−2
α WTW (z) =

1 + z

zM−1

σ−2
α WTW

(z)
=

1 + z

γ + z
= γ−1(1 + z)(1 + γ−1z)−1

Rescaling by σ2
α, expanding around 0 and then identifying from SWTW (z) := γ−1σ−2

α

(
1 +

∞∑
k=1

skz
k
)

gives

SWTW (z) = σ−2
α Sσ−2

α WTW (z) = σ−2
α γ−1(1 + z)(1 + γ−1z)−1

= σ−2
α γ−1(1 + z)

∞∑
k=0

(− z

γ
)k = γ−1σ−2

α

(
1− (γ−1 − 1)z + (γ−2 − γ−1)z2 + . . .

)
=⇒ s1 = −(γ−1 − 1).


